Virtual Beowulf Cluster Design Brief





A commodification of the Beowulf Cluster and


adaptation of the VBC as a Combo Cluster





The Beowulf Cluster Concept.





Beowulf Clusters use a quantity of standard desktop computers, networked together, processing distributed portions of a single program in parallel, to offer the power of a supercomputer at a much lower cost. Although often set up in universities, the technology does not associate well with the typical product supply chain, resembling high-tech lego, more than a boxed computer system.





At first glance, the time taken to move packets of data around the network, which has replaced the internal bus, would seem to represent a catastrophic bottleneck, but this is not the case. Beowulf Clusters are fast because an awful lot of processing is being done at the same time, and because the clustering of the software, choosing how tasks are shared, is heavily optimised. The skills required to optimise a Beowulf Cluster, or even to 'cluster' a standard application currently lie somewhere between alchemy and magic. As there is no standard off-the-shelf Beowulf Cluster hardware, there are few standardised software tools, RAD packages, or programs for developing on them. It is a no-chicken and no-egg situation.





Commodifying the Beowulf Cluster as a Commercial Product.





The physical appearance of an ad hoc assemblage of PCs or Macs, and the considerable power and cooling requirements of the resultant accumulation of hardware make a Beowulf Cluster impossible to market as a serious product. Instead, the primary components of the system are here reduced to their most basic form, to create a Virtual Beowulf Cluster. Each processing board of a multi-board VBC system would incorporate 4 processors, a controller chip, and 4 units of RAM (the amount included for each node subject to experimental assessment). Each board represents 4 PCs or Mac from a typical Beowulf Cluster, or 4 nodes in a processing array. Each processor uses the RISC OS, a copy of clustered ARM Linux, the program, and the data, all in RAM. The boards are connected to each other using ethernet.





For commercial reasons, we must pack as many processors as we can, into the smallest possible space, with the lowest TCO. For this reason, cool-running, lower-power XScale processors are suggested for the initial prototype, for proof of concept. Other processors are options, subject to the availability of a clustered Linux, and the heat/power issues related to processor use. Although XScale processors are individually slower than Pentiums or G5s, a VBC node operates entirely in RAM, rather than using a HDD.





A single controller board runs the clustered application, handles the migration of the OSs, the distribution of application threads, and data to the processing boards, and the user-interface. This is the only board with typical I/O connections to a RAID array, a terminal, and an external network connection.





Using a modular case construction, individual boards with 4 CPUs each can be added one at a time, with a case section holding a small number of boards. As a guide, a 16 processor VBC with a controller board should be about as big as a toaster, and run silently off a single 240v socket.





A Description of the Standard 4-Processor Board.





Each board should contain four individual network nodes (ie. four CPUs, and four units of RAM to hold a copy of the RISC OS, ARM Linux, the running program, and data). These are connected through a controller and networking chip to the system bus, which is an ethernet network. The amount of RAM may be left to the user, systems being shipped with bare DIMM sockets.





A Description of the Controller Board.





One controller board is required for each system. The controller board holds copies of the RISC OS and ARM Linux software broadcast to each node's RAM on boot. As a part of the optimisation required for tweaking each clustered program, these 'template' copies of the RISC OS and ARM Linux OS can be changed at any time, before being re-broadcast to all nodes. Essentially, the processor cards can be rebooted independently of the controller card, with a more optimised, tweaked, or altered copy of both the RISC OS and of ARMLinux. The controller board distributes the operation of parts of the program it is given to each of the nodes, and collates the results. In the typical VBC build, it is the only board with a network connection, terminal access, RAID HDDs, and optical drives.





Boot.





Upon booting, the controller card migrates optimised copies of the RISC OS and ARM Linux to each processor's RAM, from where it will run. This permits tweaking of both operating systems by the user, as required, with the assurance that each node is running an exact copy of the OS build. Tweaking ethernet to operate a 'publish' command, so that each packet of the OS software is passed by the networking software to all the boards' controller chips, and to the 4 units of RAM on each, without killing the packet (so that it can migrate to all networking nodes rather than just one destination) may be a useful and novel feature, which may or may not already exist. We are effectively streaming data as an ethernet broadcast, and may need to adapt ethernet firmware/protocols to make it work.





The controller card then shares the relevant jobs across the network, and handles the responses, much as a typical Beowulf Cluster server would.





Usage.





Beowulf Clusters are primarily used by the scientific and academic communities as a cheap alternative to a supercomputer. Their ad hoc image as student builds, despite a number of companies existing who build Beowulf Clusters in smart rack mounts, and the lack of standards, has led to a lack of any mainstream development of the technology. There is little in the way of commercial Beowulf Cluster hardware, as by its nature, it is an assortment of PC boxes or rackmounted units. Most software is still tweaked by end-users. The creation of a standardised range of VBC hardware would permit the development of a body of OpenSource software to run on it, and this in turn would leverage the standard hardware as the market leader. The VBC would be the first dedicated Beowulf Cluster hardware platform: the Apple II or IBM PC of Beowulf Clusters.





Memory Management, Network Access, and the 'Combo High-Availability (Failover) and Load Balancing' Cluster.





Our VBC can do without access to hard drives, operating more quickly purely in RAM, the controller card ensuring that distributed tasks and data can be handled within their available memory. Direct processor card access to external memory, and to external network connections may be required to produce a variant of our VBC suited to replace the Combo Clusters used by ISPs and as load-balanced DDoS-tolerant servers to host major websites. Our VBC may be adapted to operate as a Combo Cluster using an enhanced variant of Direct Memory Addressing (perhaps more accurately, Distributed Memory and Network Addressing). A second network or bus operating at high speed would exist solely to move data between processor card RAM and an external network port or a memory device. This would be a distribution of the bus, as well as of the processing. Such a technique would be experimental, but may produce a very fast system, at low cost, for the Combo Cluster market, retaining all the benefits (and the novel features) of our VBC system. The uses to which Combo Cluster systems are put, are more standardised than those for which Beowulf Clusters are used, and the creation of standard software packages (network traffic handling), optimised for the hardware, under OpenSource, would leverage the sale of the hardware.





Case and Cabling.





Our cases should be modular. If you wish to add more processing boards, you simply extend the unit vertically or horizontally by clipping on an additional case frame, incorporating all of the cabling within it. Then you slot the boards in.





Our systems should have hardly any cabling at all-just power and ethernet. These cables should be buried into the casing, connecting together when sections of the modular casing connect together, and be invisible to the user.





The Sale of Spare Processing Power.





Software should be included with each unit that permits unused capacity to be safely and securely leased to other users over the net, turning any spare capacity on a VBC into a GRID processing node, when it is not otherwise being used. This effectively offsets a proportion of the purchase cost of a system that is already cheaper than its rivals, and does not have the power, cooling, and noise issues of ad hoc Beowulf Clusters.





The First Cluster RADs.





Dedicated Beowulf Cluster style hardware will offer, for the first time, an opportunity for the internet-wide development of OpenSource software written for a known and documented clustered platform, rather than translated on spec for a single machine. Linux RADs exist, and with commercially available hardware, a Clustering Linux RAD would light the blue touchpaper for the development of software on the VBC platform. That would in turn drive the sales of the hardware.





The Combo Cluster version, again the first dedicated hardware to do what noisy, expensive piles of standard PCs currently do, would offer a similarly new development path, allowing standard software packages to be produced for this market, for ISPs and high-capacity network operations.





Flexibility.





The RISC OS in ROM (version 5.0 occupies 4Mb) may be cut down to save costs, removing any code redundant to our needs, and optimising its performance. Note that the mechanism for migrating both the RISC OS and ARM Linux code used by the processing cards permits this software to be adapted rapidly and cheaply for any individual clustered application. It may become typical to distribute both an OpenSource clustered application and the version of ARM Linux adapted to run on each of the standard processor boards together as a pair. It may also be possible to include instructions to remove unused portions of RISC OS code for any application's execution. This ensures considerable levels of flexibility and optimisation, running on standardised hardware. This permits software that would normally be optimised for a single Beowulf Cluster machine, to run on any VBC as easily and as quickly as on the VBC it was developed upon. Clustering software could now be published as other software is.





Clustered ARM Linux.





A robust and documented clustered version of ARM Linux for XScale may require our intervention, particularly as we require it to be optimised for our hardware.





Copyright.





Beowulf, when used to describe computing machinery, is a descriptive service mark held by Linux International. It may be applied to computer clusters built using primarily commodity components and running an OpenSource operating system. So we'll just have to find our own daft name from Scandanavian mythology, as our kit will be bespoke rather than 'primarily commodity'.





